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Type Ia Supernovae as 
standard candles.
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dL3

F =
L

4πd2

L

“known”

luminosity-distance
(depends on
cosmology)

- bright! (M ~ −19.5 mag; L ~ 1043 erg/s)
- occur in all types of galaxies.

thermonuclear 
explosions of
white dwarfs



Realized in the 1960s that SN Ia light curves are nearly 
uniform (Zwicky 1965; Pskovskii 1967; Kowal 1968).
But quantitative differences have been found (Pskovskii 
1970, 1977) and that there are “fast” and “slow” 
decliners (Barbon et al. 1973).
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SN Ia are not exactly standard candles



The Phillips relation

Peak absolute magnitude vs 
decline rate parameter are 
related.

Dispersion:

~0.3 - 0.4 mag in BVI
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→ ~15 − 20% in distance
amount of dimming in 15 days 

after peak in B band.

luminous
slow decline

dim
fast decline



Kevin Krisciunas
http://www.nd.edu/~kkrisciu/supernovae.html

dim/fast

luminous/slow

light curve width → luminosity
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Fig. 7.— MLCS2k2 intrinsic UBVRI light curve templates, !MX =
!M0
X
+ !PX∆ + !QX∆

2, shown over

a range of luminosity and light-curve shape from ∆ = −0.3 (brighter) to ∆ = +1.2 (fainter).

Jha, Riess, & Kirshner (2006)

– 29 –

Fig. 8.— MLCS2k2 maximum light (top panel) and late time (+35 days, bottom panel) intrinsic

U−B, B−V, and V−I colors as a function of decreasing intrinsic luminosity (increasing ∆).

luminous/blue dim/red

133 SN Ia; σ ~ 0.18 mag (~7% in distance!)

Multi-color light curve 
shape (MLCS)



Luminosity calibration 
(aka “training”) is done 
using low-z SN Ia.

need external calibrator (e.g, 
Cepheid variables) to 
determine luminosity

High-z sources are 
redshifted.  Must correct 
observed light curves into 
rest-frame.

K-correction: requires 
assumption of spectrum and 
its time dependence.

B V



Reddening and extinction 
by dust in our Galaxy and in 
the SN host galaxy.

Results in dimming of SN.

Reddening/extinction 
relation depends on 
properties of dust.

evolution with redshift?
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& Mathis (1989)



SNe can be:
standardized
observed out to large z.

redshift-distance dL(z)
relation tells you the 
expansion history, which 
depends on the matter 
and energy content of 
the universe
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Fig. 1. DL expressed as distance modulus (m − M) for four relevant cosmological
models; ΩM = 0, ΩΛ = 0 (empty Universe, solid line); ΩM = 0.3, ΩΛ = 0 (short
dashed line); ΩM = 0.3, ΩΛ = 0.7 (hatched line); and ΩM = 1.0, ΩΛ = 0 (long dashed
line). In the bottom panel the empty Universe has been subtracted from the other
models to highlight the differences.

It is impossible to pin down the absolute amount of either species of matter.
One can only determine their relative dominance, which, at z = 0, is given by
Eq. (9). However, Goobar and Perlmutter [27] pointed out that by observing
objects over a larger range of high redshift (e.g., 0.3 > z > 1.0) this degeneracy
can be broken, providing a measurement of the absolute fractions of ΩM and
ΩΛ.

To illustrate the effect of cosmological parameters on the luminosity distance,
in Fig. 1 we plot a series of models for both Λ and non-Λ universes. In the top
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from spectroscopy

from photometry

SN Hubble
diagram



Distance measurement of a single SN cannot determine 
absolute values of Ωm and ΩΛ.
Calibration errors result in wrong cosmology.
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M0 - 0
.05



Distance measurement of a single SN cannot determine 
absolute values of Ωm and ΩΛ.
Calibration errors result in wrong cosmology.
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Distance measurement of a single SN cannot determine 
absolute values of Ωm and ΩΛ.
Calibration errors result in wrong cosmology.
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Fig. 4. Upper panel: The Hubble diagram for high redshift SNIa from both the HZSNS
[83] and the SCP [77]. Lower panel: The residual of the distances relative to a ΩM = 0.3,
ΩΛ = 0.7 Universe. The z < 0.15 objects for both teams are drawn from CTSS sample
[32], so many of these objects are in common between the analyses of the two teams.

Perlmutter & Schmidt 2003

18 Perlmutter and Schmidt
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Fig. 5. The confidence regions for both HZSNS [83] and SCP [77] for ΩM , ΩΛ. The two
experiments show, with remarkable consistency, that ΩΛ > 0 is required to reconcile
observations and theory. The SCP result is based on measurements of 42 distant SNIa.
(The analysis shown here is uncorrected for host galaxy extinction;see [77] for the
alternative analyses with host extinction correction, which is shown to make little
difference in this data set.) The HZSNS result is based on measurements of 16 SNIa,
including 6 snapshot distances [80], of which two are SCP SNe from the 42 SN sample.
The z < 0.15 objects used to constrain the fit for both teams are drawn from the CTSS
sample [32], so many of these objects are common between the analyses by the two
teams.

HZSNS (Riess et al. 1998) SCP (Perlmutter et al. 1999)

ΩΛ >
Ωm

2

First evidence for an accelerating universe!

1998 Breakthrough 
of the Year

q0 =
Ωm

2
− ΩΛ < 0
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Fig. 4 Hubble diagram of SNLS and nearby SNe Ia, with var-

ious cosmologies superimposed. The bottom plot shows the

residuals for the best fit to a flat Λ cosmology.

Using Monte Carlo realizations of our SN sample, we

checked that our estimators of the cosmological parameters are

unbiased (at the level of 0.1 σ), and that the quoted uncertain-

ties match the observed scatter. We also checked the field-to-

field variation of the cosmological analysis. The four ΩM val-

ues (one for each field, assuming Ωk = 0) are compatible at

37% confidence level. We also fitted separately the Ia and Ia*

SNLS samples and found results compatible at the 75% confi-

dence level.

We derive an intrinsic dispersion, σint = 0.13 ± 0.02, ap-
preciably smaller than previously measured (Riess et al. 1998;

Perlmutter et al. 1999; Tonry et al. 2003; Barris et al. 2004;

Riess et al. 2004). The intrinsic dispersions of nearby only

(0.15±0.02) and SNLS only (0.12±0.02) events are statistically
consistent although SNLS events show a bit less dispersion.

A notable feature of Figure 4 is that the error bars increase

significantly beyond z=0.8, where the zM photometry is needed
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Fig. 5 Contours at 68.3%, 95.5% and 99.7% confidence levels

for the fit to an (ΩM,ΩΛ) cosmology from the SNLS Hubble di-

agram (solid contours), the SDSS baryon acoustic oscillations

(Eisenstein et al. 2005, dotted lines), and the joint confidence

contours (dashed lines).

to measure rest-frame B − V colors. The zM data is affected by
a low signal-to-noise ratio because of low quantum efficiency

and high sky background. For z > 0.8, σ((B − V)rest f rame) "
1.6σ(iM−zM), because the lever arm between the central wave-
lengths of iM and zM is about 1.6 times lower than for B and V .

Furthermore, errors in rest-frame color are scaled by a further

factor of β " 1.6 in the distance modulus estimate. With a typ-
ical measurement uncertainty σ(zM) " 0.1, we have a distance
modulus uncertaintyσ(µ) > 0.25. Since the fall 2004 semester,

we now acquire about three times more zM data than for the

data in the current paper, and this will improve the accuracy of

future cosmological analyses.

The distance model we use is linear in stretch and color.

Excluding events at z > 0.8, where the color uncertainty is

larger than the natural color dispersion, we checked that adding
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Fig. 4. Upper panel: The Hubble diagram for high redshift SNIa from both the HZSNS
[83] and the SCP [77]. Lower panel: The residual of the distances relative to a ΩM = 0.3,
ΩΛ = 0.7 Universe. The z < 0.15 objects for both teams are drawn from CTSS sample
[32], so many of these objects are in common between the analyses of the two teams.

SNLS (Astier et al. 2006)

In a separate paper (Davis et al. 2007) we extend this analysis
to investigate what bounds the current SN Ia data, including the
updated gold sample of Riess et al. (2007), can place on a wider
range of nonstandard cosmological models, and using model
comparison statistics, we conclude that the flat cosmological
constant model is still preferred.

5. CONCLUSIONS

The ESSENCE survey has successfully discovered, con-
firmed, and followed 119 SNe Ia in our first 4 years of operation.

We presented results from an analysis of 60 of those SNe Ia
here, chosen so as to maximize insight while minimizing sus-
ceptibility to systematic errors. We have expended considerable
effort to make quantitative estimates of various sources of sys-
tematic uncertainty that may afflict the ESSENCE results; of
these, host galaxy extinction and a potential local velocity mono-
pole are currently the predominant concerns. We are working to

Fig. 12.—SN Ia (!M ,!") and (!M ,w) contours from combining theMLCS2k2 luminosity distances for the ESSENCE SNe Ia analyzed here with the nearby SNe Ia,
the SNLS SNe Ia, and the Riess gold sample. The diagonal line in the (!M , !" ) plot represents a flat universe, ! total ¼ !M þ !" ¼ 1. From the SN Ia data alone, an
empty universe is ruled out at 4.5 !, an (!M ; !") ¼ (0:3; 0) universe at 10 !, and an (!M ; !") ¼ (1; 0) universe at >20 !. The best combination of data will come after a
complete analysis of the calibration and systematic errors of all the data sets. We offer this interim result to indicate the potential of combining low-z, ESSENCE, and
z > 1 SNe Ia. [See the electronic edition of the Journal for a color version of this figure.]

Fig. 13.—Combined constraints on (w0, wa) using the MLCS2k2 luminosity
distances for the ESSENCE SNe Ia analyzed here in combination with the nearby
SNe Ia, the SNLS SNe Ia, and the Riess gold sample. Here we are considering a
two-parameter representation of the dark energy equation-of-state parameter,
w ¼ w0 þ wa(1# a). Instead of the BAO constraints, we have simply taken
!M ¼ 0:27 $ 0:03. (See cautionary note from Fig. 12.) [See the electronic
edition of the Journal for a color version of this figure.]

Fig. 14.—Hubble diagram of global SN Ia sample with 68% confidence re-
gion of the w ¼ w0 þ wa(1# a) models fitted in Fig. 13. [See the electronic
edition of the Journal for a color version of this figure.]
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ESSENCE (Wood-Vasey et al. 2007)
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Fig. 4 Hubble diagram of SNLS and nearby SNe Ia, with var-

ious cosmologies superimposed. The bottom plot shows the

residuals for the best fit to a flat Λ cosmology.

Using Monte Carlo realizations of our SN sample, we

checked that our estimators of the cosmological parameters are

unbiased (at the level of 0.1 σ), and that the quoted uncertain-

ties match the observed scatter. We also checked the field-to-

field variation of the cosmological analysis. The four ΩM val-

ues (one for each field, assuming Ωk = 0) are compatible at

37% confidence level. We also fitted separately the Ia and Ia*

SNLS samples and found results compatible at the 75% confi-

dence level.

We derive an intrinsic dispersion, σint = 0.13 ± 0.02, ap-
preciably smaller than previously measured (Riess et al. 1998;

Perlmutter et al. 1999; Tonry et al. 2003; Barris et al. 2004;

Riess et al. 2004). The intrinsic dispersions of nearby only

(0.15±0.02) and SNLS only (0.12±0.02) events are statistically
consistent although SNLS events show a bit less dispersion.

A notable feature of Figure 4 is that the error bars increase

significantly beyond z=0.8, where the zM photometry is needed
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Fig. 5 Contours at 68.3%, 95.5% and 99.7% confidence levels

for the fit to an (ΩM,ΩΛ) cosmology from the SNLS Hubble di-

agram (solid contours), the SDSS baryon acoustic oscillations

(Eisenstein et al. 2005, dotted lines), and the joint confidence

contours (dashed lines).

to measure rest-frame B − V colors. The zM data is affected by
a low signal-to-noise ratio because of low quantum efficiency

and high sky background. For z > 0.8, σ((B − V)rest f rame) "
1.6σ(iM−zM), because the lever arm between the central wave-
lengths of iM and zM is about 1.6 times lower than for B and V .

Furthermore, errors in rest-frame color are scaled by a further

factor of β " 1.6 in the distance modulus estimate. With a typ-
ical measurement uncertainty σ(zM) " 0.1, we have a distance
modulus uncertaintyσ(µ) > 0.25. Since the fall 2004 semester,

we now acquire about three times more zM data than for the

data in the current paper, and this will improve the accuracy of

future cosmological analyses.

The distance model we use is linear in stretch and color.

Excluding events at z > 0.8, where the color uncertainty is

larger than the natural color dispersion, we checked that adding
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Fig. 4. Upper panel: The Hubble diagram for high redshift SNIa from both the HZSNS
[83] and the SCP [77]. Lower panel: The residual of the distances relative to a ΩM = 0.3,
ΩΛ = 0.7 Universe. The z < 0.15 objects for both teams are drawn from CTSS sample
[32], so many of these objects are in common between the analyses of the two teams.

SNLS (Astier et al. 2006)

In a separate paper (Davis et al. 2007) we extend this analysis
to investigate what bounds the current SN Ia data, including the
updated gold sample of Riess et al. (2007), can place on a wider
range of nonstandard cosmological models, and using model
comparison statistics, we conclude that the flat cosmological
constant model is still preferred.

5. CONCLUSIONS

The ESSENCE survey has successfully discovered, con-
firmed, and followed 119 SNe Ia in our first 4 years of operation.

We presented results from an analysis of 60 of those SNe Ia
here, chosen so as to maximize insight while minimizing sus-
ceptibility to systematic errors. We have expended considerable
effort to make quantitative estimates of various sources of sys-
tematic uncertainty that may afflict the ESSENCE results; of
these, host galaxy extinction and a potential local velocity mono-
pole are currently the predominant concerns. We are working to

Fig. 12.—SN Ia (!M ,!") and (!M ,w) contours from combining theMLCS2k2 luminosity distances for the ESSENCE SNe Ia analyzed here with the nearby SNe Ia,
the SNLS SNe Ia, and the Riess gold sample. The diagonal line in the (!M , !" ) plot represents a flat universe, ! total ¼ !M þ !" ¼ 1. From the SN Ia data alone, an
empty universe is ruled out at 4.5 !, an (!M ; !") ¼ (0:3; 0) universe at 10 !, and an (!M ; !") ¼ (1; 0) universe at >20 !. The best combination of data will come after a
complete analysis of the calibration and systematic errors of all the data sets. We offer this interim result to indicate the potential of combining low-z, ESSENCE, and
z > 1 SNe Ia. [See the electronic edition of the Journal for a color version of this figure.]

Fig. 13.—Combined constraints on (w0, wa) using the MLCS2k2 luminosity
distances for the ESSENCE SNe Ia analyzed here in combination with the nearby
SNe Ia, the SNLS SNe Ia, and the Riess gold sample. Here we are considering a
two-parameter representation of the dark energy equation-of-state parameter,
w ¼ w0 þ wa(1# a). Instead of the BAO constraints, we have simply taken
!M ¼ 0:27 $ 0:03. (See cautionary note from Fig. 12.) [See the electronic
edition of the Journal for a color version of this figure.]

Fig. 14.—Hubble diagram of global SN Ia sample with 68% confidence re-
gion of the w ¼ w0 þ wa(1# a) models fitted in Fig. 13. [See the electronic
edition of the Journal for a color version of this figure.]
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redshift desert

ESSENCE (Wood-Vasey et al. 2007)
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Fig. 4 Hubble diagram of SNLS and nearby SNe Ia, with var-

ious cosmologies superimposed. The bottom plot shows the

residuals for the best fit to a flat Λ cosmology.

Using Monte Carlo realizations of our SN sample, we

checked that our estimators of the cosmological parameters are

unbiased (at the level of 0.1 σ), and that the quoted uncertain-

ties match the observed scatter. We also checked the field-to-

field variation of the cosmological analysis. The four ΩM val-

ues (one for each field, assuming Ωk = 0) are compatible at

37% confidence level. We also fitted separately the Ia and Ia*

SNLS samples and found results compatible at the 75% confi-

dence level.

We derive an intrinsic dispersion, σint = 0.13 ± 0.02, ap-
preciably smaller than previously measured (Riess et al. 1998;

Perlmutter et al. 1999; Tonry et al. 2003; Barris et al. 2004;

Riess et al. 2004). The intrinsic dispersions of nearby only

(0.15±0.02) and SNLS only (0.12±0.02) events are statistically
consistent although SNLS events show a bit less dispersion.

A notable feature of Figure 4 is that the error bars increase

significantly beyond z=0.8, where the zM photometry is needed
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Fig. 5 Contours at 68.3%, 95.5% and 99.7% confidence levels

for the fit to an (ΩM,ΩΛ) cosmology from the SNLS Hubble di-

agram (solid contours), the SDSS baryon acoustic oscillations

(Eisenstein et al. 2005, dotted lines), and the joint confidence

contours (dashed lines).

to measure rest-frame B − V colors. The zM data is affected by
a low signal-to-noise ratio because of low quantum efficiency

and high sky background. For z > 0.8, σ((B − V)rest f rame) "
1.6σ(iM−zM), because the lever arm between the central wave-
lengths of iM and zM is about 1.6 times lower than for B and V .

Furthermore, errors in rest-frame color are scaled by a further

factor of β " 1.6 in the distance modulus estimate. With a typ-
ical measurement uncertainty σ(zM) " 0.1, we have a distance
modulus uncertaintyσ(µ) > 0.25. Since the fall 2004 semester,

we now acquire about three times more zM data than for the

data in the current paper, and this will improve the accuracy of

future cosmological analyses.

The distance model we use is linear in stretch and color.

Excluding events at z > 0.8, where the color uncertainty is

larger than the natural color dispersion, we checked that adding
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Fig. 4. Upper panel: The Hubble diagram for high redshift SNIa from both the HZSNS
[83] and the SCP [77]. Lower panel: The residual of the distances relative to a ΩM = 0.3,
ΩΛ = 0.7 Universe. The z < 0.15 objects for both teams are drawn from CTSS sample
[32], so many of these objects are in common between the analyses of the two teams.

SNLS (Astier et al. 2006)

In a separate paper (Davis et al. 2007) we extend this analysis
to investigate what bounds the current SN Ia data, including the
updated gold sample of Riess et al. (2007), can place on a wider
range of nonstandard cosmological models, and using model
comparison statistics, we conclude that the flat cosmological
constant model is still preferred.

5. CONCLUSIONS

The ESSENCE survey has successfully discovered, con-
firmed, and followed 119 SNe Ia in our first 4 years of operation.

We presented results from an analysis of 60 of those SNe Ia
here, chosen so as to maximize insight while minimizing sus-
ceptibility to systematic errors. We have expended considerable
effort to make quantitative estimates of various sources of sys-
tematic uncertainty that may afflict the ESSENCE results; of
these, host galaxy extinction and a potential local velocity mono-
pole are currently the predominant concerns. We are working to

Fig. 12.—SN Ia (!M ,!") and (!M ,w) contours from combining theMLCS2k2 luminosity distances for the ESSENCE SNe Ia analyzed here with the nearby SNe Ia,
the SNLS SNe Ia, and the Riess gold sample. The diagonal line in the (!M , !" ) plot represents a flat universe, ! total ¼ !M þ !" ¼ 1. From the SN Ia data alone, an
empty universe is ruled out at 4.5 !, an (!M ; !") ¼ (0:3; 0) universe at 10 !, and an (!M ; !") ¼ (1; 0) universe at >20 !. The best combination of data will come after a
complete analysis of the calibration and systematic errors of all the data sets. We offer this interim result to indicate the potential of combining low-z, ESSENCE, and
z > 1 SNe Ia. [See the electronic edition of the Journal for a color version of this figure.]

Fig. 13.—Combined constraints on (w0, wa) using the MLCS2k2 luminosity
distances for the ESSENCE SNe Ia analyzed here in combination with the nearby
SNe Ia, the SNLS SNe Ia, and the Riess gold sample. Here we are considering a
two-parameter representation of the dark energy equation-of-state parameter,
w ¼ w0 þ wa(1# a). Instead of the BAO constraints, we have simply taken
!M ¼ 0:27 $ 0:03. (See cautionary note from Fig. 12.) [See the electronic
edition of the Journal for a color version of this figure.]

Fig. 14.—Hubble diagram of global SN Ia sample with 68% confidence re-
gion of the w ¼ w0 þ wa(1# a) models fitted in Fig. 13. [See the electronic
edition of the Journal for a color version of this figure.]
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40 P. Astier et al. (SNLS Collaboration): SNLS 1st year data set

5.4. Cosmological fits

From the fits to the light-curves (Sect. 5.1), we computed a
rest-frame-B magnitude, which, for perfect standard candles,
should vary with redshift according to the luminosity distance.
This rest-frame-B magnitude refers to observed brightness, and
therefore does not account for brighter-slower and brighter-
bluer correlations (see Guy et al. 2005 and references therein).
As a distance estimator, we use:

µB = m∗B − M + α(s − 1) − βc
where m∗B, s and c are derived from the fit to the light curves,
and α, β and the absolute magnitude M are parameters which
are fitted by minimizing the residuals in the Hubble diagram.
The cosmological fit is actually performed by minimizing:

χ2 =
∑

objects

(
µB − 5 log10(dL(θ, z)/10 pc)

)2

σ2(µB) + σ2
int

,

where θ stands for the cosmological parameters that define the
fitted model (with the exception of H0), dL is the luminos-
ity distance, and σint is the intrinsic dispersion of SN abso-
lute magnitudes. We minimize with respect to θ, α, β and M.
Since dL scales as 1/H0, only M depends on H0. The definition
of σ2(µB), the measurement variance, requires some care. First,
one has to account for the full covariance matrix of m∗B, s and c
from the light-curve fit. Second, σ(µB) depends on α and β;
minimizing with respect to them introduces a bias towards in-
creasing errors in order to decrease the χ2, as originally noted
in Tripp (1998). When minimizing, we therefore fix the val-
ues of α and β entering the uncertainty calculation and update
them iteratively. σ(µB) also includes a peculiar velocity con-
tribution of 300 km s−1. σint is introduced to account for the
“intrinsic dispersion” of SNe Ia. We perform a first fit with an
initial value (typically 0.15 mag), and then calculate the σint

required to obtain a reduced χ2 = 1. We then refit with this
more accurate value. We fit 3 cosmologies to the data: a Λ cos-
mology (the parameters beingΩM andΩΛ), a flatΛ cosmology
(with a single parameter ΩM), and a flat w cosmology, where w
is the constant equation of state of dark energy (the parameters
are ΩM and w).

The Hubble diagram of SNLS SNe and nearby data is
shown in Fig. 4, together with the best fit Λ cosmology for
a flat Universe. Two events lie more than 3σ away from the
Hubble diagram fit: SNLS-03D4au is 0.5 mag fainter than the
best-fit and SNLS-03D4bc is 0.8 mag fainter. Although, keep-
ing or removing these SNe from the fit has a minor effect on
the final result, they were not kept in the final cosmology fits
(since they obviously depart from the rest of the population)
which therefore make use of 44 nearby objects and 71 SNLS
objects.

The best-fitting values of α and β are α = 1.52 ± 0.14
and β = 1.57 ± 0.15, comparable with previous works using
similar distance estimators (see for example Tripp 1998). As
discussed by several authors (see Guy et al. (2005) and ref-
erences therein), the value of β does differ considerably from
RB = 4, the value expected if color were only affected by
dust reddening. This discrepancy may be an indicator of intrin-
sic color variations in the SN sample (e.g. Nobili et al. 2003),
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Fig. 4. Hubble diagram of SNLS and nearby SNe Ia, with various cos-
mologies superimposed. The bottom plot shows the residuals for the
best fit to a flat Λ cosmology.

and/or variations in RB. For the absolute magnitude M, we ob-
tain M = −19.31 ± 0.03 + 5 log10 h70.

The parameters α, β and M are nuisance parameters in the
cosmological fit, and their uncertainties must be accounted for
in the cosmological error analysis. The resulting confidence
contours are shown in Figs. 5 and 6, together with the product
of these confidence estimates with the probability distribution
from baryon acoustic oscillations (BAO) measured in the SDSS
(Eq. (4) in Eisenstein et al. 2005). We impose w = −1 for the
(ΩM,ΩΛ) contours, and Ωk = 0 for the (ΩM, w) contours. Note
that the constraints from BAO and SNe Ia are quite comple-
mentary. The best-fitting cosmologies are given in Table 3.

Using Monte Carlo realizations of our SN sample, we
checked that our estimators of the cosmological parameters
are unbiased (at the level of 0.1σ), and that the quoted
uncertainties match the observed scatter. We also checked
the field-to-field variation of the cosmological analysis. The
four ΩM values (one for each field, assuming Ωk = 0) are
compatible at 37% confidence level. We also fitted separately
the Ia and Ia* SNLS samples and found results compatible at
the 75% confidence level.

SNLS (Astier et al. 2006)

- shallow-wide survey; probes ~8 times 
more total volume than SNLS
- well-calibrated photometric system (~1% 
absolute flux)
- redshift range allows self-trained 
cosmology analysis on a single telescope

http://sdssdp47.fnal.gov/sdsssn/sdsssn.html

http://sdssdp47.fnal.gov/sdsssn/sdsssn.html
http://sdssdp47.fnal.gov/sdsssn/sdsssn.html
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• A “good” full night of imaging results in:
• ~200 GB of reduced images
• gri frames run through an image subtraction 

program on dedicated cluster at APO
• register images, match PSF, zeropoint scaling, etc.

• search for statistically significant deviations
• dump known variables, moving objects

• must be done within 24 hours!
• ~4000 objects transfered to Fermilab for human to scan
• ~400 of them tagged as SNe
• ~200 new “SNe” per night

Data Processing Challenges
add fake SNe

veto catalog

SN candidates

8

Data Reduction for Survey

! Data are reduced and image-subtracted

   at APO using ten dual-CPU servers with
8 Tb disk space.

! Subtractions in g,r,i

! Full night processed in < 20 hrs

! Results copied to FNAL for human scanning

! u,z ‘forced photometry’ done next day  on SN
candidates found in scanning gri

   (apply u-g  cut to distiguish Type I, II)

2005
season

http://sdssdp47.fnal.gov/sdsssn_data/sdsssn.html (not so public)
http://sdssdp47.fnal.gov/sdsssn/sdsssn.html (public)
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g and r band sources are 
not aligned → moving



Typically, there are hundreds of active SN candidates.
Compare light curves with library of Ia, Ibc, II templates.
Select ~20 “good” targets for spectroscopic follow up.

Realtime Photometric Typing



358 SAKO ET AL. Vol. 135

Figure 8. Distribution of the difference between the time of B-band maximum
estimated using the full light curves and that using the first 2 (top), 3 (middle),
and 4 (bottom) epochs of the spectroscopically confirmed SNe Ia. Values are
taken from fits with a flat redshift prior. The distributions are fit with a single
Gaussian, and the σ values are listed in each panel. The width of the distribution
stays approximately constant above 4 epochs. The vertical dashed lines represent
the x-axis origin, not the centroid of the distributions.

3.2. Observability Index

After the SN photometric typing process, the software com-
putes three quantities that help prioritize the target list for
spectroscopic observations. These quantities are referred to as
“weights” and they are constructed specifically to identify can-
didates that are (1) near or before peak brightness, (2) less
contaminated by galaxy light, and (3) not heavily extincted by
intervening dust. The product of the three weights defines the
“observability index”; candidates with a higher observability
index are generally assigned higher priority.

For (1), we define the “time weight” as,

WT =
{
e|t |{∆m15(B)/[10(1+z)]} if t < 0 days,
e−t{∆m15(B)/[20(1+z)]} if t ! 0 days,

(1)

where t is the current estimate of the SN epoch in days
relative to B-band maximum brightness. Note that WC is large
when the SN is young, as SN are most easily classified near
maximum light (Filippenko 1997), and decays exponentially
with a characteristic time scale of 20 days. The decline-rate
parameter ∆m15(B) and redshift z are also adopted from the
best-fit values obtained from the light curve fits. If the best-fit
type is a core-collapse SN, ∆m15(B) is set to unity.

The second weight computed by the software is the “contam-
ination weight” defined as

WC = e−2/θ ×
(

FSN,r

FGal,r

)1/2

, (2)

where θ is the distance in arcseconds between the SN and the
centroid of the nearest-neighbor host galaxy. The quantity FSN,r

is proportional to the current r-band flux of the SN, again, as
estimated from the best-fit light curve model,

FSN,r = 10−0.4rSN , (3)

and FGal,r is the estimated local galaxy r-band flux at the position
of the SN defined to be

FGal,r = 10−0.4(rGal+d/deff ), (4)

where d is the angular separation between the SN and the
centroid of the nearest-neighbor source and deff is the effective
radius of that source along the position angle of the SN. This
quantity is computed according to

deff = isoA2(1 − e2)
1 − e2 cos2 φ

. (5)

Here, φ is the position angle of the SN measured from the
position angle of the host galaxy’s semimajor axis (isoPhi)
with ellipticity given by

e2 = 1 −
(
isoB

isoA

)2

. (6)

The isophotal galaxy parameters (isoA, isoB, and isoPhi),
which are used to measure the galaxy’s ellipticity of the
25 mag arcsec−1 isophote, are adopted from the SDSS DR4
catalog44. Clearly, candidates with larger values of WC suffer
less contamination from the host galaxy light.

The third and final weight is the “dust weight,” which
estimates the amount of dust extinction from both host galaxy
morphology and color, and is defined to be

WD = e−deff/d × (1 + 3fdeV + 5cellip). (7)

The quantity fdeV is the fractional probability of the source
being well represented by a de Vaucouleurs profile and is again
computed from values in the SDSS catalog, i.e.,

fdeV = deV L

deV L + exp L + star L
, (8)

where deV_L, exp_L, star_L are the null hypothesis probabil-
ities of the object being well represented by a de Vaucouleurs
profile, an exponential function, and a stellar profile (PSF), re-
spectively. The last quantity in parentheses of Equation (7) char-
acterizes the color of the galaxy, and is defined to be

cellip =
{(rGal − iGal − 0.4)/0.2 if (rGal − iGal) > 0.4

and (gGal − rGal) > 0.9,
0 otherwise,

(9)
where gGal, rGal, iGal are the host galaxy g, r, and i-band model
magnitudes. This quantity is non-zero only for red elliptical
galaxy candidates, which typically populate the color–color
space bounded by (r − i) > 0.4 and (g − r) > 0.9. Note that
the light curves also provide an independent (and usually more
reliable) estimate of the amount of dust extinction.

The final observability index is defined as the product of the
three weights,

observability index = WC × WT × WD. (10)

In practice, the observability index is rarely used for the bright
(r " 20.5 mag) low-z SN candidates, since there are enough
spectroscopic resources to observe nearly all of those targets.
At high z, however, the number of SN Ia candidates exceeds

44 http://www.sdss.org/dr4/algorithms/classify.html.
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in Appendix C. The set of templates used for the type Ib/c
are Nugent’s normal and hypernova Ib/c spectra, as well as
spectra and light curves of SN1999ex and SN2002ap from
the SUSPECT database. Similarly, we use Nugent’s II-P, II-
L, and IIn spectra, and SUSPECT’s 1993J (IIb), 1998S (IIn),
and SN1999em (II-P) to generate a set of type II light curves.

The light curves in the observed ugriz filters are calculated
on a grid of four parameters (z,AV , Tmax, [∆m15(B), template
SN]), where z is the redshift, AV is the host galaxy extinction
in the V band and assumes RV = 3.1, and Tmax is the time of
rest-frame B-band maximum light. The last parameter refers
to either the decline rate parameter for the Branch-normal Ia
models (∆m15(B)), or the particular SN template for the peculiar
SNe Ia (1991T-like and 1991bg-like) and the core-collapse
models. We do not attempt to fit or correct for the Milky
Way extinction. In this procedure, we assume a cosmology
to convert the redshift to a luminosity distance, similar to the
method adopted by the SNLS described in Sullivan et al. (2006).
The adopted cosmological parameters are Ωm = 0.3 and ΩΛ =
0.7. For the SN Ia templates, we also assume a fiducial peak
B-band absolute magnitude of MB = −19.0 + 5 log(H0/70) mag,
where H0 is the Hubble constant in units of km s−1 Mpc−1, for
a standard ∆m15(B) = 1.1 SN Ia. As shown by Sullivan et al.
(2006), a particular set of assumed cosmological parameters in
the computation of the model light curves does not significantly
bias the population of targets for spectroscopic observations.
At low redshift (z ! 0.2), the luminosity distances are not
sensitive to our choice of Ωm and ΩΛ. Above z ∼ 0.2, the
statistical uncertainties in the fluxes and the combination of
varying z and AV can compensate for differences in luminosity
distance that might result from a different set of cosmological
parameters. The assumption, however, could systematically bias
the estimated photometric redshifts, but that is not a concern for
the purposes of target selection.

The templates are grouped into three SN types—Ia, Ibc,
and II—and the fitter records the best-fit parameters and the
minimum value of the χ2 statistic on the four-dimensional
parameter grid within each of the three types. In addition to
identifying the SN type with the lowest χ2 value, which we
refer to as “type-best,” we examine the relative values of χ2

and determine whether the SN candidate should be considered
as “typed” according to one or both of the following two
criteria. If we denote the value of χ2 of the best-matching
type by χ2

min, the next best type as χ2
1 , and the worst one as

χ2
2 (i.e., χ2

min < χ2
1 < χ2

2 ), the “A” criterion is satisfied if
χ2

min < χ2
1 − χ2

min. If “type-best” is a Ia and satisfies the above
criterion, the candidate is said to have a “type-A of Ia”. The “B”
criterion is satisfied if χ2

min < N
(
χ2

min + χ2
1 + χ2

2

)/
3 with N =

0.5. Similarly, if the best-fit type is an SN Ia and satisfies the
above χ2 criterion, the candidate is said to have a “type-B of Ia”.
The value of 0.5 adopted for N works well for SN candidates
with a low S/N, and was empirically determined from a sample
of spectroscopically confirmed SNe from our 2004 engineering
run (Sako et al. 2005). Also computed are the estimated current g
and r magnitudes from the model light curves. We also search for
the nearest galaxy within 10′′ from the SN position in the SDSS
galaxy catalog and refit and retype the light curves using the best
estimate of its redshift as a prior. We adopt galaxy photometric
redshifts from Oyaizu et al. (2007) and spectroscopic redshifts
from the SDSS DR5 (Adelman-McCarthy et al. 2007).

We note that the absolute χ2 values for the model fits do
not appear to be very meaningful. The models have not been
calibrated against real data and there are no errors associated

Figure 5. Fit results for SN2006fz (SN Ia at z = 0.105; internal candidate
ID 13135) as functions of the number of epochs in the light curve. The bottom
curve (labeled with filled circles) shows the minimum χ2 values, which at every
epoch correspond to the Ia model. The top two curves labeled with filled stars and
triangles show values relevant for the “A” and “B” typing criteria, respectively.
For this particular SN, χ2

min is always below these two curves, which implies
that this SN is a type Ia at high confidence.

with the light curves (see, e.g., Appendix C). The current
implementation also does not attempt to reject outlier points due
to poor zeropointing and imperfect image registration, which are
common features of the search photometry. The best-fit χ2 value
for the SN Ia model of a true SN Ia may be large compared to
the number of degrees of freedom, but the confidence can be
high if that value is well below the values of the other SN
types. The relative values of χ2 are, therefore, important and
useful discriminators. In Figure 5, we show the values of χ2

min,
χ2

1 < χ2
2 , and 0.5

(
χ2

min +χ2
1 +χ2

2

)/
3 as functions of the number

of epochs for SN 2006fz, a type Ia at z = 0.105, with a flat
galaxy photometric redshift prior. For this candidate, the model
with the minimum χ2 corresponds to the SN Ia model, and both
the “A” and “B” criteria are satisfied at all epochs. Also shown
in Figure 6 are the light curve fits to SN 2006fz using the first
2, 4, 6, and 8 epochs of search photometry.

The overall performance of the photometric typing software
is demonstrated in Figure 7, where we plot the fraction of the
spectroscopically confirmed SNe Ia, whose best-fit model is
that of an SN Ia as a function of the number of the light
curve epochs. The figure also shows the fraction of SN Ia
that satisfy one of the “A” or “B” criteria with or without
a nearest-neighbor host galaxy redshift prior. Note that the
fractions increase between 2 to ∼4 epochs, but the improvement
beyond ∼5 epochs is marginal. The fraction with the best type
equal to a Ia does not reach unity because the spectroscopic
sample includes (1) peculiar SNe Ia, (2) candidates with poorly
subtracted images and photometry epochs, (3) SNe Ia discovered
well after maximum light, and (4) SNe with low-S/N light
curves whose best-fit type drifts with the number of epochs.
Candidates that fall into the first three categories were targeted
for spectroscopy because they were nearby and bright enough
to be observed on 3 m class telescopes, and those candidates
were observed even if their best-fit photometric type was not an
SN Ia (see Section 3.3). The candidates in the fourth category
were observed because they were at one time typed as an SN
Ia. We also show in Figure 8 the time of B-band maximum light
estimated from 2–4 light curve epochs in comparison with the
“final” estimate of the peak using the full light curves. Again,
the reliability improves substantially between 2 and ∼4 epochs.

Sako et al. (2008)



Spectroscopic follow up

9.2m HET
10m Keck

8.2 m Subaru

2.5 m NOT

3.6 m NTT

2.4 m MDM

3.5 m ARC 4.0 m KPNO

confirm type and measure redshifts
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data

498 SN Ia + 80 CC SNe in 9 months.
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search photometry; in some cases, final photometric reductions reveal detections at even earlier

epochs. We see that the discovery epoch vs. redshift limit is well fit by a model in which the

photometric limit for SN Ia discovery is r ! 22.5. This survey cadence and detection limit

results in well-sampled, multi-band light curves, as shown, e.g., in Fig. 3 (see also Holtzman et

al. 2007). Since SNe Ia typically spend about 25 rest-frame days brighter than 1 mag below

peak light, the three-month annual survey duration is long enough that the efficiency hit due to

survey ‘edge effects’ (in time) is not large; that loss can be further minimized by carrying out

targeted photometric follow-up of SNe on other telescopes into December (see §5).

Fig. 2.— Photometric discovery epoch relative to estimated time of g-band peak light vs.

redshift, for the spectroscopically confirmed SNe Ia from the 2005 and 2006 seasons. The epoch

of peak light is determined from light curve fits to the on-mountain photometry. Black points

denote supernovae that reached peak light at least seven days after the start of the survey on

Sept. 1; red points denote supernovae that peaked before Sept. 7 and account for most of

the SNe found after peak. Blue curve shows expected epoch vs. redshift for a typical (median

luminosity) SN Ia with r = 22.5 and no extinction.

4. Data Processing and Target Selection

We use a dedicated compute cluster at the observatory to carry out rapid reductions of the

SDSS-II SN imaging data (see Sako et al 2007 for more details). The ugriz data are processed

through the first stages of the standard SDSS photometric reduction pipeline (Lupton et al.

2001) to produce ‘corrected’, astrometrically calibrated (Pier et al. 2003) images for the SN

search data. The deeper co-added reference images, comprising data taken up through 2004,

are convolved with the PSFs of the search frames and subtracted from them, using a modified

version of the frame subtraction pipeline developed for ESSENCE (Miknaitis et al. 2007); due
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(~90% confirmation efficiency for SN Ia).

also attempted 20 single-epoch candidates
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Mosher et al. in prep.
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Fig. 11.— Spectra decomposition example - 1: observed by HET

Fig. 12.— Spectra decomposition example - 2: observed by Subaru
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Fig. 11.— Spectra decomposition example - 1: observed by HET

Fig. 12.— Spectra decomposition example - 2: observed by Subaru

Zheng et al. (2008)

Spectroscopy

- total of ~1000 spectra taken in three seasons.
- multi-epoch spectroscopy of selected nearby SNe.
- work on host galaxy modeling and subtraction.



Type II-P as standard candles?

wavelength (Å)

D’Andrea et al. in prep.
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TABLE 1

Redshifts, Magnitudes, and Expansion Velocities of the 17 Type II Supernovae

SN
czCMB

(!300 km s!1) A (V )GAL

A (V )host

(!0.3 mag) Vp Ip

vp
(km s!1) References

1986L . . . . . . . 1293 0.099 0.00 14.57(05) … 4150(300) 1
1987A . . . . . . . … 0.249 0.22 3.42(05) 2.45(0.05) 2391(300) 2, 3
1988A . . . . . . . 1842 0.136 0.00 15.00(05) … 4613(300) 1, 4
1990E . . . . . . . 1023 0.082 1.00 15.90(20) 14.56(0.20) 5324(300) 1, 5
1990K . . . . . . . 1303 0.047 0.50 14.50(20) 13.90(0.05) 6142(2000) 1, 6
1991al . . . . . . . 4484 0.168 0.15 16.62(05) 16.16(0.05) 7330(2000) 1
1992af . . . . . . . 5438 0.171 0.00 17.06(20) 16.56(0.20) 5322(2000) 1
1992am . . . . . . 14009 0.164 0.30 18.44(05) 17.99(0.05) 7868(300) 1
1992ba . . . . . . . 1165 0.193 0.00 15.43(05) 14.76(0.05) 3523(300) 1
1993A . . . . . . . 8933 0.572 0.00 19.64(05) 18.89(0.05) 4290(300) 1
1993S . . . . . . . . 9649 0.054 0.30 18.96(05) 18.25(0.05) 4569(300) 1
1999br . . . . . . . 1292 0.078 0.00 17.58(05) 16.71(0.05) 1545(300) 1
1999ca . . . . . . . 3105 0.361 0.30 16.65(05) 15.77(0.05) 5353(2000) 1
1999cr . . . . . . . 6376 0.324 0.00 18.33(05) 17.63(0.05) 4389(300) 1
1999eg . . . . . . . 6494 0.388 0.00 18.65(05) 17.94(0.05) 4012(300) 1
1999em . . . . . . 669 0.130 0.18 13.98(05) 13.35(0.05) 3557(300) 1
2000cb . . . . . . . 2038 0.373 0.00 16.56(05) 15.69(0.05) 4732(300) 1

References.—(1) Hamuy 2001; (2) Hamuy & Suntzeff 1990; (3) Phillips et al. 1988; (4) Benetti, Capellaro, &
Turatto 1991; (5) Schmidt et al. 1993; (6) Capellaro et al. 1995.

Fig. 1.—Expansion velocities from Fe ii l5169 vs. bolometric luminosity,
both measured in the middle of the plateau (day 50). Ridge line is a weighted
fit to the points and corresponds to (with reduced of 0.7).0.33(!0.04) 2v ∝ L xpp

Fig. 2.—Bottom: Raw Hubble diagram from SNe IIP V magnitudes. Top:
Hubble diagram from V magnitudes corrected for envelope expansion velocities.

solution:

vp
V ! A " 6.504(!0.995) logp V ( )

5000

p 5 log (cz)! 1.294(!0.131). (1)

The scatter drops from 0.95 to 0.39 mag, thus demonstrating
that the correction for expansion velocities standardizes the
luminosities of SNe II significantly. It is interesting to note that
most of the spread comes from the nearby SNe, which are
potentially more affected by peculiar motions of their host
galaxies. When we restrict the sample to the eight objects with

km s!1, the scatter drops to only 0.20 mag. Thiscz 1 3000
implies that the standard candle method can produce relative

distances with a precision of 9%, which is comparable to the
7% precision yielded by SNe Ia.
Figure 3 shows the same analysis but in the I band. In this

case the scatter in the raw Hubble diagram is 0.80 mag, which
drops to only 0.29 mag after correction for expansion velocities.
This is even smaller that the 0.39 spread in the V band, possibly
due to the fact that the effects of dust extinction are smaller
at these wavelengths. The least-squares fit yields the following
solution:

vp
I ! A " 5.820(!0.764) logp I ( )

5000

p 5 log (cz)! 1.797(!0.103). (2)
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Fig. 3.—Bottom: Raw Hubble diagram from SNe IIP I magnitudes. Top:
Hubble diagram from Imagnitudes corrected for envelope expansion velocities.

When the eight most distant objects are employed, the spread
is 0.21 mag, similar to that obtained from the V magnitudes.
Overall, the standard candle method is characterized by a

scatter of between 0.39 and 0.20 mag. Evidently more objects
in the Hubble flow are required to pin down the actual precision
of this technique. The choice of 50 days only has the purpose
to represent approximately the middle of the plateau phase, and
it is possible that other choices could deliver even better results.
In its present form, the method appears very promising for the
determination of cosmological distances. Note also that this
precision is better than that yielded by EPM (20% in distance,
or 0.43 mag; Hamuy 2001), and the standard candle technique
is far less complicated. It requires only a few spectra and pho-
tometry around day 50. A few extra photometric and spec-
troscopic observations are required during the plateau in order
to solve for dust extinction in the host galaxy. The time of
explosion is also required. Since the duration of the plateau
does not vary much among the different SNe II, it would suffice
to get some photometric observations during the plateau/neb-

ular phase transition. Alternatively, an EPM analysis can help
at determining , but this requires early-time observations.t0
The standard candle method can be used to solve for the

Hubble constant, provided a distance calibrator is available.
Among the objects of our sample, only SN 1987A has a precise
distance in the Cepheid scale. Assuming a Large Magellanic
Cloud distance of 50 kpc, we get from the entireH p 54! 130

sample of V magnitudes. When we restrict the sample to the
eight most distant objects, we get . The I mag-H p 55! 150

nitudes yield and , respectively. TheseH p 53! 10 56! 120

values agree comfortably well with the value from63! 4
Cepheids/SNe Ia (Hamuy et al. 1996; Phillips et al. 1999).
Clearly, more calibrators are required to improve this estimate,
especially considering that given its compact progenitor, SN
1987A is not a prototype of the plateau class and its light curve
is quite different than that of typical plateau events. It will be
interesting to see the results from SN 1999em that will soon
have a Cepheid distance measured with the Hubble Space
Telescope.
The specific task of checking the cosmic acceleration indi-

cated by SNe Ia requires observing SNe II at the maximum
possible redshift. For a typical SN II with duringM p !17.5V

the plateau phase, the apparent magnitude at shouldz p 0.3
be ∼23. Discovering such SNe is clearly feasible nowadays.
Obtaining such spectra will be difficult but certainly not im-
possible with the currently available 8 m class telescopes. In
the worst case scenario, the standard candle method can pro-
duce distance moduli with a precision of 0.39 mag so that 13
SNe II at should allow us to measure the distances ofz p 0.3
such objects with a precision of 5% and provide a robust check
on the results of SNe Ia.
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Fig. 2.— Spectra of SN 2005gj obtained from Oct. 1 (∼7 days after explosion) to Nov. 28
(∼61 days after explosion) of 2005. The sequence show the dramatic spectral evolution of

the SN from a very blue continuum with strong Hydrogen-Balmer lines in emission in the
early phases, resembling the spectrum of a Type IIn SN, to a Type Ia supernova-dominated

continuum with broad absorption and emission features (P-cygni profiles) of blended Fe II
and Fe III profiles. The spectra are shown in logarithmic flux scale and a constant shift
has been applied for clarity. The wavelength is in the rest-frame corrected using z = 0.0616

for the host galaxy. We show the UT date when the spectra were obtained and the epoch
(rest-frame days after explosion) in parenthesis.
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Fig. 4.— Observed light curves of SN 2005gj from SDSS (open circles), MDM (open squares)
and CSP/Swope (filled triangles). The error bars are smaller than the symbols. For clarity,
the light curves have been shifted by an arbitrary constant.SN2005gj

- co-discovered by SDSS-II & SNFactory
- SDSS + CSP + MDM data
- SN2002ic-like thermonuclear SN in dense environment?

Prieto et al. (2007)



– 49 –

Redshift

0 0.2 0.4 0.6 0.8 1 1.2

 ]
-1

 y
e

a
r

-3
 )

7
0

S
N

 R
a

te
 [

(M
p

c
/h

-5
10

-4
10

A+B Model

Power Law Model

Fig. 11.— Measurements of the SN Ia rate discussed in §6.3. The SDSS-II Supernova
Survey measurement in this paper is shown as the solid black square. Measurements for which

the data is used in the model fits are shown as solid circles (see Table 4), and measurements
not used in the fits as open circles. To plot each measurement, we have assumed in each case
a model in which the rate is constant over the redshift range covered by that measurement.

The rate as a function of redshift for the best fitting ’A + B’ and power law models are
overlaid.

Low-z SN Ia Rate

Dilday et al. (2008)
- blind search; well-understood efficiency.
- spectroscopic confirmation nearly complete out to z~0.15
- working to extend out to z~0.25

SDSS-II 2005 data
(17 SN Ia at z < 0.12)

- error dominated by 
systematic uncertainties

σstat

σsyst

> 5
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263 SNe Ia at z < 0.25

- estimate galaxy mass and SFR 
from flux and colors

An attraction of the SED-fitting technique is that galaxies can
be classified according to their star formation properties without
regard to morphology. This has some advantages; in morpholog-
ically selected samples of distant galaxies, a significant fraction of
spheroidals have been shown to possess both ‘‘blue cores’’ and
weak O ii emission lines in their spectra (Menanteau et al. 2001;
Treu et al. 2005), interpreted as a signature of young stars in these
galaxies. There is also some evidence for recent star formation
in some early-type galaxies from the near-UV color-magnitude
relation (Yi et al. 2005). The advantage of the effective color se-
lection of SED fitting is that rather than assume all early-type
galaxies consist purely of old stars, the evolutionary model fit-
ting places no a priori constraint on the type of SFH that can be fit
to a given galaxy. Young populations are perfectly possible in
morphologically spheroidal galaxies, and hence any young stel-
lar population that has a significant impact on a galaxy’s colors
will be reflected in the best-fitting galaxy SFH.

We examine how the SN Ia rate varies as a function of this
specific SFR in Figure 6. The field galaxies are binned according
to their value of specific SFR, and the total field galaxy stellarmass
in each bin of specific SFR is calculated.We use theVmax technique
of x 4.1 to incompleteness correct this distribution.We then bin the
SN Ia host galaxies by specific SFR in the same way and calculate
the number of SNe Ia per unit stellar mass as a function of the
specific SFR of their host galaxies. In Figure 6 the rate in pas-
sive galaxies, where the SFR is zero, is shown as a hashed area
starting at log (sSFR) ¼ "12 (the height of this hashed area rep-
resents the statistical uncertainty in the measurement).

An increase in the rate of SNe Ia per unit stellar mass with in-
creasing specific SFR of the host galaxy is clear. The difference
between the rate in passive galaxies and the most vigorous star-
forming systems is about a factor of 10; furthermore, the increase
in the rate is a fairly smooth function of the specific SFR. The
general trend of Figure 6 can be compared to that observed by
Mannucci et al. (2005) in the local universe using a morphologi-
cally classified sample of local SNe Ia host galaxies. We illustrate
this in Figure 6 by overplotting the Mannucci et al. data on the
SNLS results; the Mannucci et al. evolution is shown normalized
to the SNLS rate in passive galaxies. The trend is very similar,
although there is the obvious caveat that the link between specific
SFR and galaxy morphology is not a straightforward one-to-one
mapping.

As noted by other authors, this relationship is difficult to rec-
oncile with a model for SNe Ia that originates solely from an old
evolved stellar population. Mannucci et al. (2006) and SB05 in-
stead model the SN Ia rate (SNRIa) as a composition of two sep-
arate components: a prompt component, with a short delay time,
and an old component, with a long delay time. The most general
form for the SNRIa as a function of time is simply the convo-
lution of the SFR, Ṁnew, and the probability function for getting a
SN Ia from a stellar population of age t, P, i.e.,

SNRIa(t) ¼
Z t

0

Ṁnew(t
0)P(t " t 0) dt 0: ð3Þ

This rate can be simply modeled by making the assumption that
P can be well represented by two components. One has a peak
of B at time t ¼ 0 and is zero at all other times (this represents a
very short delay time); the other has P ¼ A constant with time
(and represents long delay times), i.e.,

SNRIa(t) ¼ A

Z t

0

Ṁnew(t) dt þ BṀnew(t): ð4Þ

AsMtot(t) ¼
R t

0 Ṁnew(t) dt, whereMtot(t) is the total mass of a
galaxy at time t, this equation models the probability of a SN Ia
exploding in a given galaxy as depending on both the mass and
the instantaneous SFR of that galaxy. The values A and B are
constants that relate the total mass and the SFR of a galaxy to
the SNRIa in that galaxy (which SB05 fix using the observations
of Mannucci et al. [2005]). In effect, A is the SNRIa per unit
mass of the old component, and B is the SNRIa per unit SFR of
the young component. The model predicts that SNRIa is linear
in both host galaxy mass and SFR.
Note that the definition of mass above is slightly different from

that measured for the SN host galaxies (x 3.1). For the hosts, we
measure the total stellarmass, i.e., the total mass currently in stars
in each galaxy. The valueMtot above is the integral of the SFH for
each galaxy—no correction is made for stars that have lost mass
at the end of their stellar evolution. The numerical differences in
these mass definitions are shown in Figure 7, with the differences
being largest in older, lower SFR systems.
The model of equation (4) is a simplification of the real phys-

ics. For the prompt component, the model implies a zero delay
time between star formation and SN Ia explosion; some nonzero
delay time to account for main-sequence lifetime and subsequent
accretion onto the white dwarf is obviously required. For the old
component, the equation simplifies the complex relationship be-
tween the SN Ia delay time and the age of the stellar population
by using a simple constant probability rather than a more com-
plex exponential or Gaussian delay time distribution. In reality,
for a coeval population, after a few billion years the probability
of a SN Ia will likely decrease as the stellar population ages and
fewer progenitor stars are available; this could cause an overes-
timation of the SN Ia rates in the oldest, passive stellar systems.
Yet, these approximations may not be that poor. Mannucci

et al. (2006) found that the local SN Ia delay time distribution is
well represented by a prompt component modeled as a Gaussian
centered at t ¼ 50 Myr plus a component modeled as an expo-
nential with an e-folding time of 3 Gyr. These two terms can be
approximated by a delta function at time t ¼ 0 plus a constant

Fig. 6.—Number of SNe Ia per unit stellar mass as a function of the SFR per
unit stellar mass of the host galaxy. Points represent SNLS data points in star-
forming galaxies. The hashed area shows the number per unit stellar mass as
measured in the SNLS passive galaxies (assigned zero SFR in our models).
Shown for comparison is the evolution in SN Ia rate to later type galaxies
observed locally by Mannucci et al. (2005), normalized to the SNLS rate in
passive galaxies. The horizontal positioning of the Mannucci et al. data points
are subject to a uncertainty when converting their galaxy types into specific
SFRs. The vertical dotted lines show the division we use to classify the host
galaxies into different types. [See the electronic edition of the Journal for a color
version of this figure.]
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SDSS-II data (Smith et al. in prep)

SNLS data (Sullivan et al. 2006)

SDSS-II

SN vs host properties



Photometric SN Ia Candidates
Many candidates are not 
observed spectroscopically.
Identified an additional 
~650 high-quality 
photometric SN Ia 
candidates at z < 0.4 from 
(2005 - 2006 data)

continue to obtain host 
redshifts.

Determination of the rate at 
z~0.3.

spectroscopically
confirmed & probable

SN Ia
black line + SN Ia candidates

with measured host galaxy redshifts

red line + photometric
SN Ia candidates
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